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Abstract12

Josephson digital or analog ancillary circuits are an essential part of a large number of modern13

quantum processors. The natural candidate for the basis of tuning, coupling, and neromorphic14

co-processing elements for processors based on flux qubits is the adiabatic (reversible) supercon-15

ducting logic cell. Using the simplest implementation of such a cell as an example, we have inves-16

tigated the conditions under which it can optionally operate as an auxiliary qubit while maintaining17

its “classical” neural functionality. The performance and temperature regime estimates obtained18

confirm the possibility of practical use of a single-contact inductively shunted interferometer in a19

quantum mode in adjustment circuits for q-processors.20
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Introduction24

Superconducting interferometers are widely used both as flux qubits and as a part of the peripherals25

in various implementations of quantum computers [1-10]. In particular, the D-Wave 2000Q quan-26

tum computer, released in 2017, operates on the principle of quantum annealing and contained a27

superconducting chip with 128,472 Josephson junctions, 75 percents of which were dedicated to28

superconducting digital electronics for controlling the processor and reading out the result, while29

the rest were either for qubit junctions or interconnects that allow programmable interaction be-30

tween qubits. The Pegasus P16 superconducting chip of the Advantage QA system, released in31

2020, contained 1,030,000 Josephson junctions, of which only 40,484 were used for interconnects32

and 5,640 Josephson structures were part of the qubits. In this context, designers’ desire to find33

additional uses for multiple “auxiliary” interferometers on a chip is understandable.34

The least “noisy” option for building the bulk of such quantum computing systems is based on the35

concepts of adiabatic superconducting logic (ASL), which can operate at millikelvin temperatures36

with zJ energy-efficiency [11-17]. In addition, the basic cells of adiabatic superconducting circuits37

can be used as a part of neuromorphic co-processors working in conjunction with quantum com-38

puting systems [18-26].39

Furthermore, a natural extension of current progress would be the use of “quantum” degrees of40

freedom for adiabatic superconducting circuits, which share many similarities with qubits in terms41

of their representation of information via magnetic flux. From a formal point of view, the system42

under consideration is a superconducting circuit in a quantum state, transforming the input mag-43

netic flux Φ𝑖𝑛 into an output magnetic flux Φ𝑜𝑢𝑡 according to a specific (e.g. sigmoidal) function44

Φ𝑜𝑢𝑡= 𝑓 (Φ𝑖𝑛) [27,28]. If we only want to use the circuit in the “classical” neuromorphic mode the45

transfer characteristic should be such that small fluctuations at the input do not produce a notice-46

able response, but above a certain threshold, any signal at the input produces a fixed magnetic flux47

at the output. And if it were possible to adapt the ASL cell in a perceptron to process the signal48

from a qubit representing its quantum state restructuring the one’s spectrum in a certain way, we49

would have an auxiliary qubit that neither requires a highly stable reference oscillator nor a mixer50
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to drive it. Of course, such a bifunctional cell as a qubit is not ideal, however in some situations the51

gain in the “payload” on the chip may be more important.52

Apparently, the simplest superconducting circuit with a nonlinear flux-to-flux transformation in the53

classical regime is a single-contact interferometer, as depicted in the left part of figure 1. However,54

the typical form of the function 𝑓 for such an element does not meet the aforementioned require-55

ments. In the classical mode, it can be demonstrated [22] that the desired form of 𝑓 (Φ𝑖𝑛) can be56

achieved by adding an inductance with a specially chosen linear flux-to-flux transformation to the57

interferometer, as illustrated in the right part of 1. At zero temperature and under quasi-adiabatic58

changes in the circuit’s inputs, the desired transformation (now for average values) will occur even59

in the quantum regime, when the spectrum of eigenvalues of the system’s Hamiltonian operator is60

discrete. Nevertheless, it raises the question of how will the proposed adjustment circuit operate61

at finite (millikelvin) temperatures in the quantum regime and under the influence of relatively fast62

magnetic field control pulses? Won’t the tuning, coupling, and neromorphic co-processing circuits63

acquire new useful properties in the quantum regime?64

This article is devoted to the search for answers to these questions. Hence, below we explore the65

quantum dynamics of observables in superconducting interferometers, discuss the implications for66

quantum computing, and the challenges that remain to be addressed. In addition, we note the po-67

tential for utilizing the findings to develop components of neuromorphic co-processors that col-68

laborate with quantum computing systems. Also the corresponding cell (a single-contact inter-69

ferometer shunted by inductance as depicted in figure 1) further in the text we will refer to as the70

parametron.71

The model of the proposed bifunctional cell72

In this and subsequent sections, we consider a parametric quantron (parametron) under the influ-73

ence of unipolar pulses of external magnetic flux. It should be noted that this system has proven74

to be a basic element of neural networks such as the perceptron with a sigmoidal input-to-output75

transformation function (sigma-neuron). Preliminary calculations have shown that, under cer-76
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Figure 1: The idea behind the creation of the bifunctional cell: the combination of a quantum in-
terferometer (quantron) and a simple superconducting ring leads to the emergence of a parametron
with a sigma-like transfer function. 𝜑𝑖𝑛 (𝑡) and 𝜑𝑜𝑢𝑡 (𝑡) are the normalised fluxes at the input and
output of the circuit (𝜑𝑜𝑢𝑡 (𝑡) corresponds to the current 𝑖𝑞). Nota Bene: such a transfer character-
istic is a good activation function for a neuron in a perceptron-type network, suitable for primary
signal processing for quantum computing systems.

tain conditions, such a neuron can operate successfully in both classical and quantum modes77

[18,20,22,23,25]. The energy of the system in the Hamiltonian formalism can be expressed as fol-78

lows:79

𝐻𝑠𝑦𝑠 (𝑡) =
𝐸𝑐𝑝

2

ℏ2 + 𝐸𝐽
{
(𝑏𝜑𝑖𝑛 (𝑡) − 𝑎𝜑)2

2𝑎
+ (1 − cos 𝜑)

}
, (1)80

where coefficients 𝑎 and 𝑏 are defined by the following expressions [22,25]:81

𝑎 =
𝑙𝑎 + 𝑙𝑜𝑢𝑡

𝑙𝑙𝑜𝑢𝑡 + 𝑙𝑜𝑢𝑡 (𝑙 + 𝑙𝑎)
, 𝑏 =

𝑙𝑎 + 2𝑙𝑜𝑢𝑡
2 [𝑙𝑙𝑎 + 𝑙𝑜𝑢𝑡 (𝑙 + 𝑙𝑎)]

, 𝑙𝑎 = 1 + 𝑙. (2)82

Here 𝑙 is the normalised inductance of the quantron part of sigma-interferometer (𝑙 = 2𝜋𝐿𝐼𝐶/Φ0),83

𝑙𝑎 is the additional linear inductance, and 𝑙𝑜𝑢𝑡 is the output inductance (𝑙𝑎 and 𝑙𝑜𝑢𝑡 are normalised in84

the same manner as 𝑙).85

To investigate the flux-to-flux transfer characteristics of such a system, it is convenient to interpret86

its evolution as the movement of a particle with mass 𝑀 = ℏ2

2𝐸𝑐
and momentum 𝑝 = −𝑖ℏ 𝜕

𝜕𝜑
in the87

4



potential profile defined by the second term in (1). Wherein the effective coordinate is a phase of88

the Josephson junction, 𝜑. Quantities 𝐸𝐶 =
(2𝑒)2

2𝐶 and 𝐸𝐽 =
𝐼𝐶Φ0

2𝜋 are capacitive and Josephson89

energies respectively, determined by the Josephson junction’s critical current 𝐼𝐶 and capacity 𝐶. A90

typical example of “flux-based” system state management is provided by the dynamically varying91

input magnetic flux:92

𝜑𝑖𝑛 (𝑡) = 𝐴
[(

1 + 𝑒−2𝐷𝑅 (𝑡−𝑡1)
)−1

+
(
1 + 𝑒2𝐷𝐹 (𝑡−𝑡2)

)−1
]
− 𝐴. (3)93

This flux pulse is characterised by the level 𝐴, rise/fall rate of the signal 𝐷𝑅/𝐹 and characteristic94

times 𝑡1 and 𝑡2 = 3𝑡1, responsible for the rise and fall periods of input magnetic flux. It is assumed95

that the time is given in units of 𝜔−1
𝑝 , where ℏ𝜔𝑝 ≡

√
2𝐸𝐽𝐸𝐶 .96

In the framework of the adiabatic approach one can numerically find “instantaneous” energy lev-97

els 𝐸𝑛 (𝑡) and “instantaneous” eigenwave functions |𝜓𝑛 (𝑡)⟩ of the system solving the stationary98

Schrödinger equation:99

𝐻𝑠𝑦𝑠 (𝑡) |𝜓𝑛 (𝑡)⟩ = 𝐸𝑛 (𝑡) |𝜓𝑛 (𝑡)⟩. (4)100

If at each moment of time the state energy 𝐸𝑛 (𝑡) is much smaller than the distance between energy101

levels in the system, then the adiabatic approximation is valid and, therefore, transitions between102

instantaneous eigenstates can be neglected. Mathematically this condition can be expressed as:103 ����⟨𝐸𝑛 (𝑡) ���� 𝑑𝑑𝑡 ���� 𝐸𝑚 (𝑡)⟩���� ≪ ����𝐸𝑚 (𝑡) − 𝐸𝑛 (𝑡)ℏ

���� , (5)104

which just defines the standard Landau-Zener problem [29-31]. If the adiabatic approximation is105

violated, e.g. for the moments when the energy levels 𝐸𝑛 (𝑡) and 𝐸𝑚 (𝑡) converge (anticrossing),106

the Landau-Zener transitions occur. The rate of these transitions is controlled by the form of the107

external influence. At moments of level convergence for short periods 𝜏𝐿𝑍 the phases of the wave108

functions change significantly, leading to strong fluctuations of the level populations in the system109
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and can lead to quasi-random dynamics in the parametron. In addition, Landau-Zener interference110

has become a tool to access the multilevel structure of these artificial atoms [32-35], and also is111

used to obtain information about the connection of the qubits with a noisy environment and to form112

dissipative stable entanglement in quantum tomography protocols [36-38]. Let’s further consider113

the limitations that such non-adiabatic effects impose on the potential use of the proposed cell as114

a neuromorphic, coupling, and tuning element in quantum computing systems. At the same time,115

we will also gain an understanding of the possibilities for controlling the population of levels in116

the simplest implementation of an adiabatic superconducting logic cell when used as an auxiliary117

qubit.118

The performance limitations due to Landau-Zener transitions119

The states dynamic of the considered system (eq. 1) is primarily defined by features of the con-120

trolling field (eq. 3), as well as by values of inductances. We have carried out two cases of ex-121

ternal field influence to the system: when the controlling field has symmetrical rise/fall fronts,122

𝐷𝑅 = 𝐷𝐹 = 𝐷, and when it hasn’t, 𝐷𝑅 ≠ 𝐷𝐹 . It is assumed that at the initial time the system123

is initialised to the ground state, i.e. localised at the level with energy 𝐸0. An evolution of energy124

levels population and instantaneous energy levels were numerically calculated for the 𝑁 = 10 low-125

est energy levels of the quantum interferometer. As shown in figure 2(a,b), during the rise and fall126

of the field, the instantaneous energy levels are getting closer and the anti-crossing effect is ob-127

served. For the ground and first-excited states characteristic times of anti-crossing corresponding128

to the 𝜏𝐿𝑍 , when the adiabatic condition (5) is violated and a non-zero probability of Landau-Zener129

tunneling between these energy levels is emerged. So far as the leakage to upper states (for 𝑁 > 2)130

during such transitions is less than |𝑃1 − 𝑃0 | ≫ 𝑃𝑁≥2, the two-levels approximation (𝑁 = 2) could131

be applied for analytical estimations of Landau-Zener transitions probabilities [32,35]. Within this132
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approximation, the system can be approximated by the following Hamiltonian:133

�̄�𝑠𝑦𝑠 (𝜏𝐿𝑍 ) =
1
2
©­­«
𝜖 (𝜏𝐿𝑍 ) Δ

Δ −𝜖 (𝜏𝐿𝑍 )

ª®®¬ (6)134

where Δ = 𝐸1(𝑡𝐿𝑍 ) − 𝐸0(𝑡𝐿𝑍 ) determined the distance between energy levels at the moment of their135

closest convergence, and 𝜖 (𝜏𝐿𝑍 ) determined the type of levels anti-crossing. The instantaneous136

energy levels of the ground and excited states can then be written as 𝐸0,1(𝜏𝐿𝑍 ) = ±1
2

√︁
Δ2 + 𝜖2(𝜏𝐿𝑍 ).137

Let us estimate the Landau-Zener transition probability at the moment of the first levels conver-138

gence, which corresponding to the time 𝑡𝐿𝑍 for diabatic dynamic (when Δ → 0) of levels crossing139

(dashed lines in inserts in figure 2 (a,b)). As clearly seen from the simulation, anti-crossing effect140

occurs on small time scales near the moment of convergence 𝑡𝐿𝑍 . This allows us to use linear ap-141

proximation on time 𝜖 (𝑡𝐿𝑍 + 𝜏𝐿𝑍 ) ≈ 𝜖′(𝑡𝐿𝑍 ) · 𝜏𝐿𝑍 and write the Hamiltonian of the system as:142

�̄�𝑠𝑦𝑠 (𝑡𝐿𝑍 + 𝜏𝐿𝑍 ) ≈ �̄�𝑠𝑦𝑠 (𝑡𝐿𝑍 ) +𝑉 (𝜏𝐿𝑍 ), (7)143

meanwhile, we believe that 𝑉 (𝜏𝐿𝑍 ) = −1
2𝐴 · 𝐷 · 𝑏𝜑𝜏𝐿𝑍 is small on the scale of the Landau-Zener144

transition time, and this allows us to use the perturbation theory to estimate the value of 𝜖′(𝑡𝐿𝑍 ). In145

the moment of anti-crossing instantaneous energy levels 𝐸0 and 𝐸1 are reaching their extremum,146

therefore it is necessary to take into consideration the second order of perturbation theory for ana-147

lytical estimation of convergence value:148

𝐸1,0(𝑡𝐿𝑍 + 𝜏𝐿𝑍 ) ≈ ±Δ
2
± |𝑉01(𝜏𝐿𝑍 ) |2

Δ
, (8)149

where 𝑉01(𝜏𝐿𝑍 ) ≡ ⟨𝜓0(𝑡𝐿𝑍 ) |𝑉 (𝜏𝐿𝑍 ) |𝜓1(𝑡𝐿𝑍 )⟩. Finally from (eq. 8) the difference between energy150

levels is151

𝐸1(𝑡𝐿𝑍 + 𝜏𝐿𝑍 ) − 𝐸0(𝑡𝐿𝑍 + 𝜏𝐿𝑍 ) ≈ Δ + 2|𝑉01(𝜏𝐿𝑍 ) |2
Δ

. (9)152
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On the other side, expanding in the row up to the second order, we can get the difference between153

the levels:154

𝐸1(𝑡𝐿𝑍 + 𝜏𝐿𝑍 ) − 𝐸0(𝑡𝐿𝑍 + 𝜏𝐿𝑍 ) ≈ Δ + 𝜖
′2(𝑡𝐿𝑍 )

2Δ
𝜏2
𝐿𝑍 . (10)155

Then from Eqs. (9) and (10) obtain:156

𝜖′(𝑡𝐿𝑍 ) = 𝐴𝐷 · 𝑏 |⟨𝜓0(𝑡𝐿𝑍 ) |𝜑|𝜓1(𝑡𝐿𝑍 )⟩|. (11)157

The dots in the insets to fig. 2(a,b) show the behavior of the adiabatic energy levels at the anti-158

crossing 𝜏𝐿𝑍 . The estimates calculated in the framework of the two-level model are in good agree-159

ment with the numerical calculations (whole lines in figure 2(a,b)). This agreement indicates the160

correctness of the approximations used for the estimation. Based on the resulting expression for the161

linear coefficient expression (11) for 𝜖 (𝑡𝐿𝑍 + 𝜏𝐿𝑍 ), we use the well-known formula for calculating162

the probability of Landau-Zener transitions [32,35] with a single convergence of the levels:163

𝑃𝐿𝑍 = 𝑒−2𝜋Γ, Γ ≡ − 𝜋Δ2

2ℏ𝐴𝐷 · 𝑏 |⟨𝜓0(𝑡𝐿𝑍 ) |𝜑 |𝜓1(𝑡𝐿𝑍 )⟩|
. (12)164

Using the obtained formula (12), we estimate the limit of occurrence of Landau-Zener transitions165

for different parameters of the control field and inductances in the circuit. To do this, we have cal-166

culated the interference probability maps of the populations of the first excited level for typical167

quantum well inductances 𝑙 and different parameters 𝐷𝑅,𝐹 for symmetric (fig. 2(c)) and asym-168

metric (fig. 2(d)) external control fields at the time corresponding to the end of the external influ-169

ence. Bright areas in figure 2(c,d) correspond to regions where there is a non-zero probability of170

quantum-coherent Landau-Zener tunneling, and black areas correspond to the adiabatic control171

of the system. According to the expressions (12), the white dashed line in figure 2(c) denotes the172

limit of the transition probability from the ground to the excited state 𝑃𝐿𝑍 < 0.01. This estimate is173

important for evaluating the functioning of this circuit in adiabatic quantum neural networks, where174
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there are strict requirements for the absence of excitation from the initial state for the implementa-175

tion of sigmoidal activation functions [25].176

We can see from fig. 2(e) that for the symmetric control field for given 𝐷𝑅,𝐹 there are ranges of177

inductance values 𝑙 where we can control the populations of levels by external influence using the178

Landau-Zener tunneling effect. In other words, in this parameter range we can, if necessary, con-179

trol the state of the simplest adiabatic cell used as an auxiliary qubit. This parameter range is also180

important for the observation of quantum non-perturbative effects for the parametron acting as a181

nonlinear adjuster implementing the interaction between fluxonium type qubits [39,40]. In the case182

of an asymmetric control field, see fig. 2(f), there is no complete transition between the 𝐸0 and 𝐸1183

states in the system for a wide range of inductances, indicating the practical expediency of using184

a symmetric control influence. Another way of controlling the change in the level populations in185

the system is to control the phase difference between a pair of converging levels in the regions of186

increase (or decrease) in the external field, which of course depends on Δ𝑡 = 𝑡2 − 𝑡1. These depen-187

dencies are naturally periodic, as shown in fig. 2(g,h), for two cases of application of an external188

field.189

The action time of the symmetric input flux to avoid Landau-Zener transitions is ∼ 100 ns for 𝑙 = 2.190

An estimate was made with the characteristic parameters of the Josephson junction: 𝐼𝐶 = 50 nA191

and 𝐶 = 6 fF. On the other hand it takes ∼ 30 ns for transition from the ground state to the first192

excited state, as shown in fig. 2(a). It can be assumed that the characteristic duration of the “NOT”193

operation will be of the same order of magnitude for the “flux control” of the tuning circuit cell194

used as an auxiliary qubit. We have evaluated the reliability of such an operation based on the cal-195

culation of fidelity. We evaluate the fidelity of the gate𝑈𝑔 (for fig. 2(a)) as in [41]:196

𝐹 =
1
6

∑︁
|𝛼⟩∈𝜈

��〈𝛼 |𝑈†
𝑔𝑈𝑖𝑑 |𝛼

〉��2 , (13)197

where the summation runs over the six states 𝜈 aligned along the cardinal directions of the Bloch198

sphere |𝑥±⟩ =
|0⟩ ± |1⟩

√
2

, |𝑦±⟩ =
|0⟩ ± 𝑖 |1⟩

√
2

, |𝑧+⟩ = |0⟩, |𝑧−⟩ = |1⟩. Here |0⟩ and |1⟩ are the ground199

and first excited state of the system,𝑈𝑖𝑑 is the matrix of an ideal qubit gate. For the “NOT” oper-200
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ation, for example, shown in fig. 2(a) for 𝑙 = 2.63 and 𝐷 = 0.0044, taking into account the opti-201

mization of the pulse parameters Δ𝑡, according to fig. 2(g), we can get the fidelity of the operation202

𝐹 = 99.99%.203

A model for dissipative effects in the bifunctional cell204

Another important aspect to consider is the investigation of the impact of dissipative and tempera-205

ture effects on the nonlinear dynamics of quantum interferometers. Quantum noise can result in the206

breakdown of coherence in the system and affect the operation of parametron within coupling cir-207

cuits and tuning schemes. In order to accurately describe these processes, we present the complete208

Hamiltonian of the system as:209

𝐻 = 𝐻𝑠𝑦𝑠 (𝑡) + 𝐻𝑅 + 𝐻𝑖𝑛𝑡 , (14)210

where 𝐻𝑠𝑦𝑠 (𝑡) is defined by the expression (1), 𝐻𝑅 is the energy of the thermal bosonic reservoir of211

the form:212

𝐻𝑅 =
∑︁
𝑖

ℏΩ𝑖𝑏
†
𝑖
𝑏𝑖, (15)213

where Ω𝑖 is a frequency of the 𝑖𝑡ℎ bosonic mode, 𝑏†
𝑖

and 𝑏𝑖 are creation and annihilation operators214

for the 𝑖𝑡ℎ bosonic mode. 𝐻𝑖𝑛𝑡 is responsible for the interaction between the thermostat and super-215

conducting parametron. So for the case of ohmic dissipation this relationship is linear and can be216

written as:217

𝐻𝑖𝑛𝑡 = 𝑘𝜑
∑︁
𝑖

(
𝑏
†
𝑖
+ 𝑏𝑖

)
, (16)218

where 𝑘 is a coupling constant.219

Within the framework of the adiabatic approximation we can form the density matrix of the system220
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in the instantaneous basis |𝜓𝑛 (𝑡)⟩ as221

𝜌(𝑡) =
∑︁
𝑚,𝑛

𝜌𝑚𝑛 (𝑡) |𝜓𝑚 (𝑡) ⟩⟨𝜓𝑛 (𝑡) | . (17)222

In the Born-Markov approximation the dissipative dynamic of a quantum system is described by223

an adiabatic generalised equation for the density matrix [42]. In terms of the instantaneous basis in224

Schrödinger representation parametron’s dynamics obeys the Redfield equation:225

¤𝜌(𝑡) = −𝑖[𝐻 (𝑡), 𝜌(𝑡)] + 𝑘2
∑︁
𝑛,𝑚

𝐺 (𝜔𝑚𝑛) [[𝐿𝑛𝑚, 𝜌(𝑡)], 𝜑], (18)226

with 𝐺 (𝜔𝑚𝑛) = 𝜋𝑔
(
𝜃 (𝜔𝑚𝑛) (�̄�(𝜔𝑚𝑛) + 1) + 𝜃 (𝜔𝑛𝑚)�̄�(𝜔𝑛𝑚)

)
and 𝐿𝑛𝑚 = |𝜓𝑛 (𝑡) ⟩⟨𝜓𝑚 (𝑡) | ⟨𝜓𝑛 (𝑡) |𝜑 | 𝜓𝑚 (𝑡)⟩ .

Here, we are not taking into account Lamb shifts; 𝑔 is the density of bosonic modes, 𝜃 is the Heavi-227

side function, and �̄�(𝜔) = 1
𝑒ℏ𝜔/𝑘𝐵𝑇−1 is the Planck distribution (𝑘𝐵 is the Boltzmann constant).228

It should be noted that equation (18) is valid under the standard adiabatic condition: ℎ/𝛿2 ≪ 1,

where 𝛿 = min
𝑡
(𝐸1(𝑡) − 𝐸0(𝑡)) and ℎ = max

𝑡,𝑛,𝑚

��〈𝜓𝑛 (𝑡) ��𝜕𝑡𝐻𝑠𝑦𝑠 (𝑡)��𝜓𝑚 (𝑡)〉�� .
The ratio ℎ/𝛿2 ≈ 0.08 for characteristic parameters 𝑙 = 2, 𝐷 = 0.001.229

We will apply the described model to analyze the limitations on the operating temperature range230

when using the proposed parametron in coupling circuits and tuning schemes in quantum comput-231

ing systems.232

Restrictions on operating temperature ranges for the bifunctional cell233

The analysis conducted in Section 3 showed that Landau-Zener transitions significantly affect the234

dynamics of the system. Even in the case of adiabatic control, relaxation and thermal excitation235

processes can introduce additional difficulties that need to be considered when designing quan-236
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tum interferometers and tuning circuits, adjusters, neurons based on them. In particular, dissipative237

processes significantly affect the flux-to-flux transfer characteristics of such systems. In the work238

[25], we demonstrated that increasing the coupling coefficient of the interferometer with the reser-239

voir suppresses oscillations of the mean flux value (generalised coordinate) caused by interference240

nonadiabatic effects. However, another important factor (in addition to relaxation) that influences241

the evolution of observable quantities for an interferometer is thermal fluctuations. It is known that242

the operating temperature, 𝑇 , of quantum circuits with Josephson junctions is chosen much smaller243

than the characteristic temperature scale given by the distance between their ground and first ex-244

cited energy levels:245

𝑇 ≪ 𝐸1(𝑡) − 𝐸0(𝑡)
𝑘𝐵

. (19)246

At the same time, the probability of reaching higher energy levels is proportional to 𝑒−
𝐸1 (𝑡 )−𝐸0 (𝑡 )

𝑘𝐵𝑇 ,247

and the distance between the instantaneous energy levels depends on the applied external control248

field 𝜑𝑖𝑛 (𝑡), see 3(a). For example, for parameters 𝑙 = 2, 𝐷 = 0.001, corresponding to the adi-249

abatic control region with symmetric magnetic flux (see fig. 2(c)), the energy gap between states250

min
𝑡
(𝐸1(𝑡) − 𝐸0(𝑡))/𝑘𝐵 ∼ 0.15 𝐾 during the increasing and decreasing of the external flux is shown251

in fig. 3(b). During these time intervals, the condition (19) may be violated, leading to transitions252

to higher energy levels. Therefore, an analysis of the parameter behavior as a function of working253

temperature is required to find operating modes where the probability of such thermal transitions is254

minimised.255

We focused our attention on macroscopic observables in the parametron in quantum regime, such256

as the transfer characteristic 𝑖𝑜𝑢𝑡 = 𝑓 (𝜑𝑖𝑛). For the considered scheme shown in fig. 1, this depen-257

dence can be expressed through the following relation:258

𝑖𝑜𝑢𝑡 =
𝜑𝑖𝑛 − 2𝑙𝑎⟨𝑖⟩
2(𝑙𝑎 + 𝑙𝑜𝑢𝑡)

. (20)259

Here, ⟨𝑖⟩ = 𝑏𝜑𝑖𝑛 (𝑡) − 𝑎⟨𝜑⟩ is the mean value of the current operator on the Josephson junction260
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when the external flux changes relative to the mean phase of the contact ⟨𝜑⟩ = ⟨𝜓(𝑡) |𝜑 |𝜓(𝑡)⟩.261

As shown in fig. 4(a), the transfer characteristic of the parametron has a sigmoidal dependence.262

It is worth noting that this feature allows for the use of the proposed scheme in superconducting263

neural networks, such as perceptrons, integrated into hybrid quantum-neuromorphic computers.264

Moreover, temperature affects the steepness of the sigmoid function and even the manifestation of265

hysteresis in flux-to-flux transformations (when 𝑖𝑜𝑢𝑡 (𝜑𝑖𝑛) during the increase of the external signal266

𝜑𝑖𝑛 = 0 ⇒ 𝜑𝑖𝑛 = 𝐴, solid lines in fig. 4(a), does not coincide with the behavior of the mean val-267

ues during the decrease of the magnetic signal 𝜑𝑖𝑛 = 𝐴 ⇒ 𝜑𝑖𝑛 = 0, dashed lines in fig. 4(a)). We268

also emphasise that the sigmoidal transfer characteristic obtained is very useful for using the adia-269

batic cell in question as an auxiliary qubit. This feature of the system’s behaviour, together with the270

possibility of tuning the energy spectrum, makes it possible to minimise its parasitic “magnetic”271

influence on the environment.272

Figure 4(b) presents the temperature map showing the maximum temperature at which the transfer273

characteristic of the parametron is sufficiently close to a sigmoid. To construct this map, we con-274

sidered curves for which the standard deviation, 𝑆𝐷, from the mathematical sigmoid did not exceed275

10−4. The ordinate and abscissa axes correspond to the rise/fall rates of the applied flux and nor-276

malised inductance of the cell, respectively. The calculations show that as the inductance of the277

parametron 𝑙 and the performance of one increases, the requirements for system temperature con-278

trol also increase, necessitating increasingly lower operating temperatures. For example, the dark279

blue region in fig. 4(b) is only suitable for 𝑇 ∼ 0.1𝐾 . Note that for the parameters used and the280

Josephson junction quality factor 𝑄 ∼ 105, the relaxation time is 𝑡𝑟 ∼ 1 𝜇𝑠. From this rough esti-281

mate, it can be seen that in the future adiabatic cells of tuning circuits can also be used as auxiliary282

qubits for a more efficient use of structures on a “quantum” chip.283

Conclusions284

In conclusion, the simplest cell of adiabatic superconducting logic can function even in quantum285

mode as an element of tuning circuits if the control signals change quasi-adiabatically with time286
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(rise/fall times for control fields are more than a 100 ns). At sufficiently low temperatures and rela-287

tively small normalised inductances, such a shunted single-contact interferometer can also be used288

as part of a perceptron-type neural network to process signals received from qubits. Such a cell can289

be used in quantum mode also as an auxiliary qubit with relatively fast “flux” control. Future re-290

search will address the problem of using more advanced adiabatic superconducting logic cells for291

such purposes. In addition, bifunctional cells, which can act as adiabatic neurons or flux qubits de-292

pending on the operating conditions, have the potential to be used to simulate the operations in a293

non-classical brain [43].294
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Figure 2: (a, b) The time dependence of population of the ground state, 𝑃0(𝑡), (black curve) and
first excited state, 𝑃1(𝑡), (red curve). Additionally four lowest states 𝐸𝑖 (𝑡) of quantum interferom-
eter are also demonstrated for a) 𝑙 = 2.63, b) 𝑙 = 2.69. Diabatic levels for 𝐸0,1 demonstrated in
insert by dashed line, and analytical estimations in two-level approximation (due to the formula
(10)) – by dots. (c,d) Interference population map for the first excited state for various values of the
inductance 𝑙 and rates of change of the control field fronts 𝐷𝑅/𝐹 . White dashed line denotes the vi-
olation boundary of the adiabatic approximation according to the formula (12) with accuracy equal
to 𝑃𝐿𝑍 > 1%. For 𝐷 = 0.0044 (e) and 𝐷𝑅 = 0.008, 𝐷𝐹 = 0.002 in (f) cross sections of proba-
bilities 𝑃1(𝑙) are demonstrated, which are marked with red arrows in (c,d). (g,h) Population of the
excited state as a function of Δ𝑡 = 𝑡2 − 𝑡1 with fixed a) 𝑙 = 2.69, b) 𝑙 = 2.63 at the end of exter-
nal influence. Plots (a,c,e,g) were calculated for the symmetrical 𝜑𝑖𝑛 (𝑡), meanwhile (b,d,f,h) – for
asymmetrical input flux. Parameters of the system were: 𝑙𝑎 = 1 + 𝑙, 𝑙𝑜𝑢𝑡 = 0.1, 𝐸𝐽 = 2𝐸𝑐, 𝑡1 = 3𝑡2.
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Figure 3: a) The spectrum of the Hamiltonian (1) versus the external flux 𝜑𝑖𝑛 (𝑡). b) (Blue solid
color) The temporal dependence of the distance between the ground state, 𝐸0(𝑡), and the first ex-
cited state, 𝐸1(𝑡), in the instantaneous basis of the parametron in quantum regime. (Black dashed
color) The dependence of the input magnetic flux 𝜑𝑖𝑛 on time. The parameters of the circuit are:
𝑙 = 2, 𝐷 = 0.001, 𝐴 = 4𝜋, 𝑙𝑎 = 1 + 𝑙, 𝑙𝑜𝑢𝑡 = 0.1, 𝐸𝐽 = 2𝐸𝑐, 𝑡1 = 4000, 𝑡1 = 3𝑡2.

Figure 4: a) The influence of temperature on the transfer characteristic of the parametron in quan-
tum regime : the solid lines represent the “forward” evolution of the system (𝜑𝑖𝑛 = 0 ⇒ 𝜑𝑖𝑛 = 𝐴)
and the dashed lines represent the “reverse” evolution (𝜑𝑖𝑛 = 𝐴 ⇒ 𝜑𝑖𝑛 = 0). The black curve
corresponds to zero temperature, while the blue and red curves correspond to temperatures of 0.5 K
and 1 K, respectively. b) The region of parameters where the transfer characteristic is close to a
sigmoidal shape with a standard deviation of 𝑆𝐷 < 10−4. In the white area even at zero tem-
perature the standard deviation is larger then 𝑆𝐷 = 10−4. The system parameters used in the
simulation were: 𝐴 = 4𝜋, a coupling coefficient with the thermostat determined by condition
2𝜋𝑔𝑘2/𝜔𝑝 = 0.0025, 𝑙𝑎 = 1 + 𝑙, 𝑙𝑜𝑢𝑡 = 0.1, 𝐸𝐽 = 2𝐸𝑐, and 𝑡1 = 3𝑡2.
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